Artificial Bee Colony Optimization for Effective Power System Stabilization

V.Ravi and K.Duraiswamy
1 Associate Professor, Department of EEE, K.S.R College of Engineering, Tiruchengode, India
2 Dean, Department of CSE, K.S.R College of Technology, Tiruchengode, India

Abstract: The power system stability has been considered as one of great concerns in the power system domain. Power industries are restructured to provide effective utilization of power to more users at lower prices and better power efficiency. Load demand has increased linearly with the increase in number of users. Since stability phenomena limits the transfer capability of the system, there is a need to ensure stability and reliability of the power system due to economic reasons. As a result, serious consideration is now being given on the concern of power system stabilization control. Thus, various stabilization techniques have been proposed by several researchers for the multi-machine power system through several intelligent methods. In recent times, the utilization of optimization techniques is found to be effective in dealing with the stabilization of the power systems. This paper uses the Artificial Bee Colony algorithm for better stability of the power system. Simulation results suggest that the proposed technique is better for power system stabilization when compared to the conventional techniques.
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1. Introduction

As Power system is a large scale system and has strong nonlinearity. The stability of the power system [1] has been an active area of research and has been studied extensively. High complexity, dynamic nature, nonlinearity characteristics and the time varying behavior of power systems have created challenges in providing stability of the power systems [2]. Electric power systems have become massive and highly complex. Many oscillations are intrinsic in large interconnected power systems. The importance and the complexity of the power systems put stress on the existing power system stabilization techniques.

There are various problems in maintaining the stability of the power system. The stability issue in a power system is considered as one of the most important and essential concepts of power systems quality.

In order to deal with the drawbacks of the existing stabilization techniques, various electric power system stability improvements have been proposed [3]. Supplementary excitation control signal and Power System Stabilizer (PSS) have been widely used in enhancing the stability of the power system. PSS has been considered as a significant technique to improve the damping of electromechanical oscillations in electrical power systems. PSS extends stability limits by adapting the generator excitation to offer extra damping to the oscillations of synchronous machine rotors [4]. In multi-machine power systems, enhancing the damping of one generator with the help of PSS is inadequate to enhance the damping of the other generators.

Several techniques such as root locus [5] and sensitivity analysis [6] and robust control [7] have been used in the design of PSS. These existing techniques have several drawbacks such as the control law depends on a linearized machine model and the control parameters are adjusted to certain nominal operating conditions. Moreover, parameters of the controllers are not valid as the system conditions changes nonlinear in case of large disturbances [8]. With such limitations, it is difficult to stabilize power system efficiency by the existing stability techniques. Thus, novel modern control approaches like adaptive controller and H∞ control system were used for better performance than traditional stabilizers [9]. These stabilizers based on modern control theory also suffer from certain drawbacks such as the requirement of complete information about the power system, high computing time for on-line parameter identification and large implementation costs.

Thus a novel research technique is very necessary for the effective stabilization of the power systems. Optimization techniques are found to be very
effective in the stabilization of the power systems. Optimization techniques are widely applied in many real world problems such as image processing, pattern recognition, classifiers, machine learning, routing. Recently, field of Artificial Intelligence (AI) is observed to be an active area of research and is utilized in stabilization of the power system. AI is the study and research for identifying relationships between cognitive science and computation theories. These relationships are denoted as data structures, search methods, problem solving techniques etc., [10]. Social insects usually work without supervision. Moreover, the team work of the social insects is chiefly self-organized, and coordination occurs from the various interactions among individuals in the system. Swarm Intelligence (SI) [11] is a technique that represents the collective nature of a set of social insects. SI systems usually consist of a set of self-organized individuals which interacts locally with them and their environment. Even though there is no centralized control structure for identifying the nature of the individuals, interactions between all individuals often provides the way for the emergence of global behavior.

Thus, swarm intelligence is used for the optimization of the stability. This would provide better technique for stabilizing the power system. ABC is a non-pheromone based approach, updation of pheromone values is not necessary. The communication between the bees is through waggle dance. Parallel behavior of group of bees results in reaching near global optimal solution at a faster rate. The final optimal solution can be obtained during each iteration of the bees' exploration procedure. Thus, it is not necessary to examine all the solution candidates generated from the beginning to the end at the final step which in turn results in less computational overhead and reduced memory limit problems.

Thus, this paper uses Artificial Bee Colony (ABC) [12] for the stabilization of power systems. Artificial Bee Colony (ABC) techniques have been used to enhance the stabilization of the power systems.

The paper is organized as follows. Section II describes about various previous power system stabilization techniques related to the present research work. Section III describes about the proposed power system stability mechanism using ABC algorithm. Section IV discusses about the experimental results and analysis of the proposed approach. Section V provides the conclusion of the paper.

2. Literature Survey

The Several researches have been done in the field of power system to provide stability. Various techniques are proposed by several researchers which have their advantages and disadvantages. Some of the techniques are discussed below.

Folly et al., [13] proposed a power system stabilization considering system uncertainties. This approach uses both structured and unstructured uncertainty representations for the design of robust power system stabilizer. The Structure Singular Value (SSV) optimization approach (µ-synthesis) is used to design a controller that provides robust performance in presence of system’s uncertainties. When SSV of the augmented closed-loop system is less than one, then this approach is said to achieve the robust performance. D-K iteration technique is used to provide solution to this problem, which gives a lower and upper bound of µ. Simulation results illustrated that this approach attains a better robust performance over a wide range of operating conditions when compared to the conventional power system stabilizers and the H∞ power system stabilizer. Eigen value results of this approach are more robust than the other two controllers over a wide range of operating conditions.

A robust decentralized controller based on optimal sequential design is proposed by Yoshitaka et al., [14]. The inter-area oscillation mode on design phase can be directly considered by this controller. Moreover, the sequential process is applied to design robust controllers. The best design sequence of the controller is determined by using the condition number. The performance of the controller is illustrated by comparing it with traditional controllers. Damping of many oscillations for a multi-machine power system is illustrated via simulations, which concern a three line-to-ground fault for power system disturbance [15, 16].

Li Xiaohua et al., [17] proposed a research on robust decentralized connective stabilization control for a class of interconnected power systems in which the new subsystems are added to one after another on line. The main issue to be considered is how to design the local control law of the new subsystem without changing the decentralized control laws of original power system, in order that both the subsystem and the resultant expanded power system [18] are connective stable. The adequate condition of the robust decentralized connective stabilization for expanding construction of the interconnected power systems is attained by considering Lyapunov theory and LMI technique. The efficiency of this approach is illustrated by the control simulation results for the interconnected power system model with expanding construction.

The implementation of fuzzy logic within the power industry has seen little success because of the requirement of previous data about an enormously complex system. Soon et al., [19] proposed a Fuzzy Logic Controller (FLC) for decentralized stabilization of multi-machine power systems. A unique, largely analytical approach for design of robust Multi-Input–Single-Output (MISO) FLC is presented for enhancing damping and stability of an electrical power system without affecting the voltage regulation. This
decentralized FLC technique uses a systematic analytical approach based on a performance index in order to bypass the need for prior knowledge about the system. This FLC approach tracks speed deviations to zero in order to stabilize the power output of the generator, while, at the same time, it controls and stabilizes the terminal voltage of the generator. FLC successfully stabilizes both voltage and power oscillations following small and large disturbances in a power system. A multi-machine power system, which comprises of a four-machine and a ten-machine (New England) system is used for the simulation of the FLC technique. The simulation results clearly showed the effectiveness of designed FLCs in stabilizing the system. The result of the FLC technique is compared with the classical Power System Stabilizers (PSSs) [20, 21] tuned by a conventional linear sequential tuning method (LSM) and optimization-based methods.

Abedinia et al., [22] presented an Artificial Bee Colony (ABC) algorithm to adjust optimal rule-base of a Fuzzy Power System Stabilizer (FPSS) which leads to damp low frequency oscillation following disturbances in power systems. Therefore, mining of a suitable group of rules from the collection of possible rules is a vital step toward the design of any efficient fuzzy logic controller. Accordingly, ABC based rule generation techniques are used for automated fuzzy PSS design to enhance power system stabilization and minimize the design effort. The efficiency of this technique is verified on a 3-machine 9-bus standard power system in comparison with the Genetic Algorithm based tuned FPSS under various loading condition via ITAE performance indices.

Optimal Power Flow (OPF) is one of the most significant techniques for the study of power system operation, which needs a complex mathematical formulation to find the best solution. Traditional techniques such as Linear Programming, Newton-Raphson and Non-linear Programming were employed to handle with the difficulty of the OPF. But, with the occurrence of artificial intelligence, several effective approaches such as Artificial Neural Networks, Genetic Algorithms, Particle Swarm Optimization and other Swarm Intelligence approaches have become popular. Sumpavakup et al., [23] proposed the use of Artificial Bee Colony (ABC), which is one of the latest computational intelligence to solve the OPF problems. The results reveal that solving the OPF problem by the ABC is very effective.

3. Methodology

The power system dynamic stability characteristic acts as a forever growing field of research because of the large scale interconnection of the power system. This field has been recognized as a significant problem for secure system operation from the 1920’s [24]. There were various important collapses resulted by the instability of a power system that indicates the significance of this trend [25]. The stability maintenance in a power system is considered as one of the highly important and necessary factor of power systems quality.

3.1. Power System Modeling

The model of multi-machine power system considered for this proposed approach is shown in figure 1. The multi-machine consists of 3 machine nine bus system. G1, G2 and G3 are machine present in the multi-machine taken into consideration.

Proposed first order all-pass filter circuits and their voltage transfer functions are given in Figure.2. The transfer functions of the allpass filters which is given in Figure.2 are expressed as:

\[
X = f(X, U)
\]  
(1)

Where \(X\) is the vector of the state variables and \(U\) is the vector of input variables. In this study, \(X = [\delta, \omega, E'_q, E_{d0}]^T\) and \(U\) is the PSS output signals.

In the design of PSSs, the linearized incremental models around an equilibrium point are usually employed [26, 27]. Hence, the state equation of a power system with \(n\) machines and \(n_{PSS}\) stabilizers can be written as:

\[
\Delta X = A\Delta X + BU
\]  
(2)
Where $A$ is a $4n \times 4n$ matrix equals $\partial f / \partial X$, while $B$ is a $4n \times nPSS$ matrix and equals $\partial f / \partial U$. Both $A$ and $B$ are evaluated at the equilibrium point. $\Delta X$ is a $4n \times 1$ state vector while $U$ is a $nPSS \times 1$ input vector.

A widely used conventional lead-lag PSS is considered in this study. It can be described as [26, 27].

$$U_i = K_i \frac{sT_w (1 + sT_{1i})}{1 + sT_w (1 + sT_{2i})} \Delta \omega_i$$  \hspace{1cm} (3)

Where $T_w$ the washout time is constant, $U_i$ is the PSS output signal at the $i$th machine, and $\Delta \omega_i$ is the speed deviation of this machine. The time constants $T_{1i}$ and $T_{2i}$ are usually prespecified [27]. The stabilizer gain $K_i$ and time constants such as $T_{1i}$ and $T_{3i}$ still need to be optimized.

3.3 Objective function and PSS tuning

To increase the system damping to electromechanical modes, an objective function $J$ defined below is considered.

$$J = \max \{ \text{Re}(\lambda_i), \ i \in \text{ set of electromechanical modes} \}$$

Where Re($\lambda_i$) is the real part of the $i$th eigen value associated with electromechanical modes. This objective function is proposed to shift these eigenvalues to the left of s-plane in order to improve the system damping factor and setting time and insure some degree of relative stability.

The problem constraints are the optimized parameter bounds. Therefore, the design problem can be formulated as the following optimization problem.

Minimize $J$

Subject to

$$K_i^{\text{min}} \leq K_i \leq K_i^{\text{max}}$$
$$T_{1i}^{\text{min}} \leq T_{3i} \leq T_{1i}^{\text{max}}$$
$$T_{3i}^{\text{min}} \leq T_{3i} \leq T_{3i}^{\text{max}}$$  \hspace{1cm} (4)

Typical ranges of these parameters are [0.01-50] for $K_i$ and [0.01-1.0] for $T_{1i}$. The time constants $T_w$, $T_2$, and $T_4$ are set as 5, 0.05 and 0.05 s respectively [28].

The proposed approach employs Artificial Bee Colony (ABC) algorithm to solve this optimization problem and search for optimal set of PSS parameters, $\{K_i, T_{1i}, T_{3i}, \ i = 1, 2, \ldots, nPSS\}$.

3.4 Artificial Bee Colony (ABC) Algorithm

This paper uses ABC algorithm for the stabilization of the power system. A modeling of artificial bee colony system is seen in figure 2. This paper proposes a new optimization algorithm that uses the bee behavior in food foraging as the functions to be used by the processing engine.

![Figure 2: Architecture of Artificial Bees’ Colony System](image)

Artificial Bee Colony algorithm is introduced by Dervis Karaboga in 2005 [29]. ABC algorithm was formed by observing the activities and behavior of the real bees, while they were looking for the nectar resources and sharing the amount of the resources with the other bees.

Data flows creation around the beehive is a behavior of bees that involves the fundamentals of the swarm intelligence. There are three kinds of bees such as employed, onlooker and scouts. Each type of bees has a different role in the optimization process. Employed bees wait above the nectar source and keep the neighboring sources in memory. Onlooker bees get that data from employed bees and make a resource choice to collect the nectar. Also, the scouts are very much accountable for calculation. The algorithm comprises of three steps. In the first step, employed bees are sent to scamper for resources and the nectar amount is computed. In the second step, onlooker bees make a resource choice appropriate to the data they took from identifying new nectar resources. Ultimately, in the third step, one of the employed bees is chosen at random as a scout bee and it is sent to the sources to identify new sources [30]. Half of the bees in the colony are chosen as employed and the rest half are chosen as onlooker bees in the algorithm. Therefore, the number of employed bees is equal to the number of nectar sources. The food sources in the approach refer to the probable solutions of the issue to be optimized. The nectar amount belonging to a source denotes the quality value which is said by that source as shown in Figure 3.

In the first step of the ABC, random solutions are created in the particular range of the variables $x_i$ ($i = 1, \ldots, S$).

Secondly, each employed bee identifies new sources whose amounts are equal to the half of the total sources. Equation 5 is used to find a new source.

$$V_{ij} = x_{ij} + \varphi_{ij} (x_{ij} - x_k)$$  \hspace{1cm} (5)

In Equation 5, $k$ is equal to (int(rand*S)+1) and $j$ is equal to 1,...,D. After creating $V_{ij}$, they compared $x_i$ solutions and the best one was used as the source.
In the third step, onlooker bees select a food source with the probability given in Equation 6.

\[ P_i = \frac{f_{fit}}{\sum_{j=1}^{SN} f_{jit}} \]  

(6)

The scout bees are very much accountable for random researches in each colony. Scout bees do not use any pre knowledge and facts when they are looking for nectar sources, and as such, their research was randomly done completely [31]. The scout bees are chosen among the employed bees with respect to the limit parameter. If a solution that denotes a source is not realized with particular number of trials, then this source is discarded. The bee of that source identifies new source as a scout bee. The number of incomings and outgoings to a source is obtained by the ‘limit’ parameter. Identifying a new source of a scout bee is given in Equation 7.

\[ x_{ij} = x_{ij}^{\text{min}} + x_{ij}^{\text{max}} - x_{ij}^{\text{min}} \times \text{rand} \]  

(7)

In ABC, the employed and the onlooker bees serve in the utilization process and the scouts serve in the process of exploration. Bees toil for the maximization of the energy function $E/T$, showing the amount of the foods that are brought to the nest. The maximization of the objective function is $F(\theta_1)$, where $\theta_1 \in \mathbb{R}^p$ is done in the maximization problem. $\theta_1$ represent the position of the $i$th source, where $F(\theta_1)$ denote the nectar amount in this source and it is proportional with $F(\theta)$. $P_{c+1} = \theta_{1c}$ is the population of the sources including the positions of all the sources. Selecting a source of onlooker bees is based on the value of $F(\theta)$. The more nectar amount of a source denotes more probability that the source would be selected. It means that, the probability of selecting a nectar source in the position is:

\[ P_i = \frac{F(\theta_i)}{\sum_{k=1}^{S} F(\theta_k)} \]  

(8)

After the onlooker bee observes the dance of the employed bees and selects the source with the equality (equation (8)), it identifies a neighboring source and takes its nectar. The position information of the chosen neighbor is computed by the following:

\[ \phi(c) = \theta_{1c} + \phi(c) \]  

(9)

$\phi(c)$ is evaluated by considering the difference of certain parts of $\theta_{1c}$ and $\theta_{kc}$. Where $k$ is different from $i$, are randomly formed indices of a solution in the population. If the nectar amount of $\theta_{1c}$ is greater than the nectar amount in the position $\theta_{kc}$, then the bee goes to its beehive and shares this data with the other bees and keeps $\theta_{1c}$ in mind as a new position. Or else, it goes on keeping $\theta_{1c}$ in mind. If the nectar source of the position $\theta_{1c}$ is not realized by the number of ‘limit’ parameter, then the source in the position $\theta_{1c}$ is discarded and the bee of that source becomes scout bee. The scout bee creates random researches and identifies a new source and the new found source is assigned to $\theta_1$. The algorithm iterates to the preferred cycle number, and the sources having the best nectar in mind denote the possible values of the variables. The obtained nectar amount denotes the solution of the object function.

The system is solved for the stabilization of the power system to solve the optimization problem and search for optimal set of PSS parameters, $\{K_i, T_{ih}, T_{hi}, i = 1, 2, \ldots, n_{\text{PSS}}\}$. When the solution steps stated in the ABC algorithm are applied, it gives better stabilization results.
This proposed Artificial Bee Colony (ABC) provides significant convergence and stabilization for the multi-machine power system.

4. Experimental Results

The evaluation for the power system stabilization is presented in this section. The power system stabilization using proposed ABC optimization technique is evaluated by comparing with the power system stabilization using Genetic Algorithm (GA) and Non Dominated Ranked Genetic Algorithm (NRGA). The controller parameters such as lower bound and upper bound are altered to 0 and 60 respectively.

Table 1 shows the loading of the generators G1, G2 and G3 in the proposed multi-machine power system. Three cases are given in Table 1 and the corresponding values of P and Q are tabulated of all the three cases.

<table>
<thead>
<tr>
<th>TABLE 1 Generator loading in pu</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gen</td>
</tr>
<tr>
<td>-----</td>
</tr>
<tr>
<td>P</td>
</tr>
<tr>
<td>G1</td>
</tr>
<tr>
<td>G2</td>
</tr>
<tr>
<td>G3</td>
</tr>
</tbody>
</table>

Table 2 shows the loads used in A, B and C for the proposed multimachine power system stabilization approach.

<table>
<thead>
<tr>
<th>TABLE 2 Load loading in pu</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load</td>
</tr>
<tr>
<td>------</td>
</tr>
<tr>
<td>P</td>
</tr>
<tr>
<td>A</td>
</tr>
<tr>
<td>B</td>
</tr>
<tr>
<td>C</td>
</tr>
</tbody>
</table>

Table 3 shows the electromechanical mode eigenvalues. The table shows the comparison of the eigen values for stabilization with GA, NRGA and proposed ABC multimachine power system stabilization approach. It is clearly observed from the table that the proposed ABC approach has very less electromechanical mode eigenvalues in all the three cases when compared with the GA and NRGA approaches. Thus the proposed stabilization technique with ABC approach provides significant performance.

<table>
<thead>
<tr>
<th>TABLE 3 Electromechanical Mode Eigenvalues</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
</tr>
<tr>
<td>--------</td>
</tr>
<tr>
<td>-0.023\pm j8.921</td>
</tr>
<tr>
<td>-0.845\pm j13.45</td>
</tr>
</tbody>
</table>

| Case 2 |
|--------|-------|------|-----|
| GA | NRGA | ABC |
| -0.034\pm j8.441 | -0.064\pm j8.042 | -0.073\pm j8.001 |
| -0.651\pm j13.01 | -0.651\pm j12.17 | -0.702\pm j12.01 |

| Case 3 |
|--------|-------|------|-----|
| GA | NRGA | ABC |
| 0.287\pm j7.925 | 0.201\pm j7.120 | 0.194\pm j7.011 |
| -0.636\pm j12.02 | 0.699\pm j11.22 | 0.801\pm j11.12 |

Figure 4: Comparison of Objective Function

Figure 4 shows the comparison of the objective function of the GA, NRGA and the proposed ABC approach. It is observed from the figure that the convergence of the ABC is better than GA and NRGA. Thus the proposed ABC technique is very significant when compared with the GA, NRGA approaches.

For evaluation, the load disturbance of 5 % is induced in the considered power system at time 1 second. Then the load disturbance induced power system undergoes stabilize using power system stabilization techniques using GA, NRGA and the proposed ABC power system stabilization technique. The controller parameters are adjusted in order to stabilize the system.

Figure 5: System Response under fault disturbance for $\Delta \omega_1$
Recently, optimization algorithms have been widely used for the stabilization of the power systems. This proposed approach uses a novel Artificial Bee Colony technique for the power system stabilization. ABC technique has better convergence than the existing techniques. The performance of the proposed approach is compared with the stabilization using the optimization techniques like Genetic Algorithm and Non Dominated Genetic Algorithm. The simulation results indicate that the proposed technique results in better stabilization than the existing techniques. The objective functions for the multi-machine power system taken into consideration shows better convergence with proposed ABC approach. The future scope of this approach would be to use better optimization techniques which can provide better results.
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